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Abstract  

In the present research, machine learning-based security framework for protecting cloud-based 
educational data storage systems is introduced. Logistic regression, k-means clustering, hierarchical 
clustering, and autoencoders were used to achieve the objectives of threat detection and anomaly 
detection. The results connected to the logistic regression instance are as follows: accuracy – 92%, 
precision – 88%, recall – 85%, F1 score – 86%, AUC – 0.94, and log loss – 0.25. These characteristics 
mean that the identified model can be used to classify known threats. Regarding k-means clustering, 
the results are as follows: silhouette score – 0.62, inertia – 5300, Davies-Bouldin index – 0.68. These 
characteristics mean that the used model can be successfully employed to identify anomalous clusters. 
In terms of hierarchical clustering, the silhouette score was 0.60, cophenetic correlation coefficient was 
0.85, whereas the Dunn index was 00.42 .These results suggest that the proposed model can be 
employed to identify threats in a hierarchical way. Finally, the reconstruction error of autoencoders was 
0.021, precision was 92%, recall was 88%, F1 score was 90%, and AUC was 0.95, which implies that 
the employed model showed strong performance and could be used to identify anomalies. Overall, the 
results show and confirm that our developed security framework can be used to identify and address 
threats present in educational data storage systems. It might be suggested that by utilizing the proposed 
machine learning models, different institutions can improve the protection of their sensitive information, 
maintain data accuracy, and improve the overall cybersecuurity preparedness in the educational sector. 

Keywords: Machine Learning, Cybersecurity, Educational Data Storage, Anomaly Detection, Threat 
Detection. 

 
1. INTRODUCTION 

At present, cloud-based storage solutions for educational data have become 
instrumental at managing educational resources due to the high convenience, nearly 
limitless scalability, and high level of accessibility that they offer. Cloud-based systems 
make it possible to store vast amounts of data, ranging from student records and 
essays to staff documents and administrative information. Because of the ability to 
access the specified data from any location and at any time, cloud-based storage 
solutions create a more flexible and more collaborative learning environment. Despite 
the many advantages that the specified approach offers, it still has significant 
challenges, one of which is closely related to the security of the stored data. Because 
of the centralization of vast amounts of educational information, including incredibly 
sensitive data concerning students and staff, in the cloud, it becomes an incredibly 
desirable target for hackers and other malicious entities. There is a range of 
information security threats that it can trigger, including data breaches and 
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unauthorized access issues and, therefore, powerful protective measures need to be 
developed to address the identified concern [1–4]. 

One of the essential aspects of online learning management system is security. Such 
software is now being widely implemented in the educational process, as it helps to 
manage courses, deliver the content, assess the students, and communicate between 
the teacher and an adult. The data, which is sensitive to protection, can be hacked 
and stolen due to the development of cyber-attacks so that the breach of security may 
result in a certain number of problems. The vital issues that can be caused as a result 
of such breaches are theft of data, loss of the value of educational credentials, theft of 
money or cheating on it, and downtime due to the breaches. In addition, a less 
significant issue may be related to hacking and changing the learning materials by the 
hackers. The major consequences of such breaches are related to the fact that proper 
functioning and mutual trust in the educational system may be lost. Thereby, the issue 
of AI and, more specifically, machine learning application to enhance the condition of 
security for online learning management systems is of particular interest. Along with 
the fact that implementing properly developed AI application to the LMS, it is vital to 
align the following issues [5–7]. 

Machine learning presupposes the working methods with data, and this fact implies 
that the similar methods are being created in order to be applied for the purpose of 
making the relevant prediction. The feature of such a device is that there might be 
more data this device can collect, and this fact means that these data might be more 
considered. In possession of such an application, it would be possible to consider 
numerous data related to the operation of LMSs, and this approach appears to be 
applicable. In order to determine the type of threat, it is likely to apply the logistic 
regression, clustering algorithm, and autoencoders. Such threats might be of vastly 
different types. On the one hand, these threats might be the familiar ones, to which a 
security system has been utilized before, as it has learned what they look like. At the 
same time, these threats might be the unprecedented ones since before these threats 
have never occurred [8–11]. 

There are several reasons to utilize these methods or approaches in the same list. It 
has appeared to be a helpful approach to apply the logistic regression to classify the 
set of data points that have already been classified by the system. Application of 
similar data is deemed to be helpful, for it implies the analysis of data known to be 
valid. In terms of such a fact, it is more often used as a method of classifying known 
threats. Cluster algorithms might be widely used in such a case. For instance, it might 
be either the hierarchical one or the -means. Autoencoder makes the prediction in the 
already mentioned approach since this tool possesses the ability to determine the 
anomaly via the compression of the data and its inverse transformation. The 
divergence or error is regarded to be the determinant of the threat in such a context. 
In such a way, it is possible to demonstrate that these three approaches might be 
utilized as the integral parts of the learning machine [12–14]. 
 
2. LITERATURE REVIEW 

The reliance on cloud-based educational data storage systems has increased, and 
this process has spurred the development of security frameworks to protect sensitive 
data against cyber threats. There are 3 mechanisms that security frameworks 
developed to protect information of students and teachers are: access control 
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mechanisms, encryption (both in-transit and at-rest), and intrusion detection system. 
Access control mechanisms enable limiting the number of people that are given 
access to a specific set of data. It includes such methods as multi-factor authentication 
and role-based access control, where the latter attributes allow distinguishing between 
those who can control some security settings and those who cannot. Encryption 
transforms data into an unreadable format which can be decrypted only with a specific 
key. This method can be applied to both resting and transferring data[15–18]. 

In the domain of cybersecurity, machine learning applications mark a considerable 
breakthrough toward mitigating cyber threats. Machine learning techniques include 
algorithms that process and analyze data, learning from available historical patterns 
to generate predictions and help detect potential security incidents. In cybersecurity, 
machine learning methods are used for different purposes: namely, malware 
detection, spam filtering, phishing detection, and network intrusion detection. Among 
the supervised learning models used for these purposes, logistic regression and 
support vector machines are trained on datasets with recognized threat patterns and 
relationships between features; as a result, they learn to recognize known threats and 
predict them with little to no error. Among the unsupervised learning models, the 
clustering algorithms such as k-means or hierarchical clustering are able to identify 
patterns within datasets and group points presenting similarities together; as a result, 
they are useful for detecting anomalies. Deep learning models, both autoencoders and 
neural networks, can pick up intricate patterns in data to develop representations of 
this data and recognize minor deviations in this data, pointing to new or previously 
unknown threats. Overall, the use of machine learning models in cybersecurity is 
reasonable given that they can learn from both available patterns and current data, 
adapting themselves to emerging threats on the fly [19–21]. 

Many case studies have proved the effectiveness of machine learning in cloud-based 
systems’ security. For example, researchers have used supervised learning in 
identifying malware in the cloud. They compared the effectiveness of various 
classifiers including decision trees and random forests as well as logistic regression. 
The study has found that the trained models could identify malicious files with high 
accuracy and low levels of false positives. Another case study has been devoted to 
the use of clustering algorithms for the purposes of anomaly detection related to 
network traffic analysis. By using the information about network flow, the researchers 
identify patterns corresponding to breaches and show that unsupervised learning can 
be applied for predicting real-time threats [22–25]. 

Deep learning approaches have also proven to be effective in detecting cloud storage 
attacks based on a notable case study. One study has reported that researchers used 
autoencoders and trained them on normal data behavior. In particular, they have 
constructed normal distributions and measured the deviation from normal parameters 
using the reconstruction error applied in encoder-decoder frameworks. It was reported 
that autoencoders had high detection rates and low false alarms, allowing to meet the 
percentage level of 99.9583. This study, along with the presented examples, 
demonstrates that there is high potential in the use of machine learning methods and 
approaches for the detection and prevention of security attacks and threats regarding 
cloud storage systems for educational data [26,27]. 

Even though the presented cases show significant potential and positive outcomes 
related to the implementation of machine learning-based systems for the 
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enhancement of data security, obstacles and challenges remain. In particular, the 
availability of labeled data, the scope and quality of labeled data, the scope and 
efficiency of ML-systems integrated into overall organizational security infrastructure, 
and the necessary computational resources and capacity must be taken into account. 
These factors persist as the primary challenges, and even if researchers and 
institutions are able to handle these issues, there might be limited perspectives 
regarding implementation. That being said, the nature of technological advancements 
shows that in the future, machine learning systems and techniques can be further 
evolved and automated. 
 
3. METHODOLOGY 

The security framework by machine learning is proposed to design to leverage 
sophisticated data analytics and machine learning techniques for further safeguarding 
of educational data storage within the cloud, is presented in Figure 1. In comparison 
to other generic models, the proposed security framework consists of several closely 
interrelated components. There work together to detect and defend the cloud-based 
system from potential security threats. The first step comprises cleaning and 
preprocessing data collected from all available subsections of the educational cloud-
based system. Due to a variety of unrelated sources, it is necessary to handle the 
input data cleverly. Main tasks include filling up missing values, normalizing numerical 
features, encoding all the categorical variables, and handling the outliers which might 
significantly affect the further work of machine learning models. For example, proper 
information on each student, academic material, or nearby-the-desk document 
includes student personal information name, surname, etc. or other private content 
custodian who manage homework be kept secret or encrypted. 

 

Figure 1: Proposed framework 
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From Data collected listed in Table 1, Feature selection and engineering is a critical 
issue in the effectiveness of a security framework. Security threat can safely be 
ignored when the correlation matrix of features in the dataset is not computed. Feature 
selection identifies relevant attributes in the dataset which can be used by machine 
learning models for threat detection. Feature dimensionality of the dataset is also 
reduced. Feature engineering supplements the dataset with a new column of features 
that could be more representative of the dataset design and structure. Temporal 
alternatives to these columns can be login hours or frequency of data access to detect 
unusual patterns in security breaches. 

The framework encompasses different machine learning models that have been 
selected based on the nature of the security threats and the features of the dataset. 
According to Singh the most common supervised learning models used for 
classification are logistic regression, support vector machines, and random forests. 
They were used in the design of the framework to detect known threats based on a 
labeled dataset. Some common unsupervised learning models are k-means and 
hierarchical clustering used for anomaly detection. K-means clusters points of data 
into groups to locate different patterns of unusual data points. Deep learning is also 
incorporated into the design of the framework through the incorporation of 
autoencoders which have the ability to learn the different features of the data. They 
can uncover or recognize previously unknown threats to the security of a system. 
These models were selected due to the necessity to offer a variety of frameworks. 

The integration of the developed machine learning and deep learning models with 
cloud-based systems is a critical part of the security framework. The models are 
integrated with the existing cloud infrastructure and work in real time to monitor and 
detect threats to security. Through the use of cloud-based systems, the framework is 
able to operate as a part of already existing infrastructure by continuously monitoring 
inbound data streams and providing alerts of suspicious activity or triggers to run the 
detections. APIs and microservices are used between the machine learning models 
and the cloud-based educational data storage systems for more efficient processing 
and exchange of data. Moreover, the implemented solutions are scalable and work in 
conjunction with already existing cloud infrastructure to adjust for the capacity and 
data volume of the given system. 

Table 1: Data collection process 

Data Collection Information Details 

Data Sources 
Student records: 10 million, Academic materials: 50 
million pages, Administrative documents: 2 million 

Data Volume Several terabytes per month 

Data Types 
Structured (databases): 5 TB, Semi-structured (logs): 2 
TB, Unstructured (documents): 10 TB 

Data Sensitivity 
Personal information: 10 TB, Academic records: 5 TB, 
Intellectual property: 2 TB 

Data Collection Frequency Continuous (real-time) 

Data Collection Methods Automated data pipelines 

Data Preprocessing Techniques Cleaning, normalization, encoding, anonymization 

Feature Selection and Engineering 

Techniques 

Principal component analysis (PCA), feature scaling, 
time-series analysis 

Machine Learning Models 
Logistic regression, SVMs, random forests, k-means 
clustering, hierarchical clustering, autoencoders 
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Integration with Cloud-Based 

Systems 

APIs, microservices, containerization 

Security Measures Encryption (at-rest and in-transit), access control, IDS 

Evaluation Metrics 

Accuracy, precision, recall, F1 score, AUC, log loss, 
silhouette score, inertia, Davies-Bouldin index, 
reconstruction error, cophenetic correlation coefficient, 
Dunn index 

Deployment Platform AWS, Azure, Google Cloud Platform 

Scalability Requirements 
Able to handle increasing data volumes and computing 
resources 

Regulatory Compliance GDPR, HIPAA, FERPA 

Monitoring and Alerting Real-time monitoring, alert generation 

Operational Requirements High availability, fault tolerance 

Implementation Tools Apache Spark, TensorFlow, Kubernetes, Docker 

A possible implementation of the presented framework can be realized with the use of 
containerized applications deployed in the cloud such as AWS or Azure. Data from 
such educational systems as user access logs or file activity are to be processed either 
in real time or in batches depending on the necessary application. The preprocessing 
comprises performing the necessary steps of data cleaning and normalization with the 
use of pipelines created with such tools as Apache Spark or TensorFlow. The feature 
engineering is presumed to be realized with the use of transforming raw data into 
meaningful features, such as the behavior of users or the frequency of access to 
certain files with the further application as an input to the ML model. The ‘Choose’ 
stage refers to selecting the appropriate model such as logistic regression model or 
clustering algorithms for the binary classification or anomaly detection accordingly. 

The data set used in this study is taken from a cloud-based educational data storage 
system, where all data related to students, educational materials, different types of 
academic data, as well as the educational institution’s administrative data, are 
aggregated. This dataset is continuously collected in a live, ongoing process that 
captures all users’ activities in the cloud environment. These activities include data 
storage, access and download, update or deletion, user logins and logouts, storage 
log analysis, material interaction, and all other activities taking place in the data 
storage environment. The types of threat identified in this dataset reflect common 
challenges and threats that may occur with cloud data education systems. It includes 
access to unauthorized persons, as well as phishing attacks to access the passwords 
of students or employees. In addition to these, there are also multiple instances of 
malware submission. Data theft is possible as there are violations of the institutional 
data uploaded to public sites or sent via email. Although such incidents are generally 
familiar and expected, and in some cases, there is no continuity of such threats, 
insufficient threat and security management may allow continued implementation. 
Additionally, the dataset contains features associated with the entry and attempt to 
enter different users into the system and behavior in abnormal actions showing 
violation. 

a. Machine Learning Algorithms: 

This research utilizes several machine learning algorithms to improve cloud-based 
educational data storage systems’ security. The researchers choose each algorithm 
based on the type of threat and data that should be taken into account. First, they 
describe logistic regression, which is a supervised learning algorithm for binary 
classification tasks. In information security, this model is applied to classify whether a 
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specific instance can be assigned to a normal or anomalous class due to specific 
features. Second, the data splitting process is described, which requires dividing the 
dataset. In this case, the authors split the dataset into two parts: the training dataset 
that includes 80% of the data and the testing dataset that includes the remaining 20% 
of the entries. The task of the training dataset is to train the logistic regression model, 
which is exposed to labeled data during this process. In turn, the testing dataset is 
used to evaluate the performance of the model when dealing with unseen data. 

K-means clustering is one of the examples of unsupervised learning algorithms used 
for clustering and anomaly detection. In this system, data points are grouped into k 
clusters according to their similarity to one another. On another note, clustering can 
also help data scientists to identify groups of data points that are particularly different 
from one another, and thus possible candidates for security threats. Since clustering 
is an unsupervised form of machine learning, the process of splitting data into pieces 
will be based on the process of training the data cluster and evaluating the results. 
One may use common cross-validation techniques to ensure that the results are 
robust. At the same time, hierarchical clustering is another example of unsupervised 
learning that is aimed at grouping similar objects into clusters. Unlike k-means 
clustering, it does not require the number of clusters to be defined, but can also be 
useful for the detection of anomalies and patterns in the security data. As such, the 
process of splitting data into pieces in hierarchical clustering will also center around 
the split of the dataset into training and testing sets. The training will focus on the 
development of a hierarchical cluster structure while the process of testing will 
evaluate its effectiveness in anomaly detection. 

Autoencoder is an unsupervised neural network that is used for this learning and 
anomaly detection. The main part of it is encoder and decoder, which compress and 
reconstruct input data, respectively. Anomalies are determined when the 
reconstruction error is beyond predefined boundaries. The same as with other models, 
the first stage should be regarding the data splitting. The data should be separated 
into the training, validation, and testing sets. In general, the set of training data is used 
to teach an autoencoder model to continue and learn about the shape of the size and 
shape of the difference from the usual data. The set of samples is used for fine-tuning 
the model. The set of test examples is used at the end of the implementation to assess 
how well the model will generalize to new, unseen examples. 
 
4. RESULT AND DISCUSSION 

The result is of evaluation of various machine learning algorithms realized during our 
research offer significant data on their effectiveness to improve the security of a cloud-
based educational data storage system. Here is a discussion on the performance of 
each algorithm and its implications for this study. In this context from Figure 2, logistic 
regression showed the predictive power with an accuracy of 92%, precision of 88%, 
recall of 85%, F1 score of 86%, AUC of 0.94, and log loss of 0.25. As such, these 
results can reveal that logistic regression in our case of application is also efficient for 
the classification of known threats based on labeled data. Its high accuracy and the 
great AUC value could indicate that logistic regression is appropriate for distinguishing 
normal and anomalous behaviors. At the same time, the precision level of 88% that is 
true for all instances classified as threats is relevant to the concept of the recall value 
of 85%, which is the proportion of all actual threats. The F1 score of 86% is high, which 
means that logistic regression is relevant for use in this system. 
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Figure 2: Logistic regression outcome 

 

Figure 3: K-means clustering outcome 

As it has been mentioned, logistic regression is appropriate for the data where 
attention should be paid to well-known threats. Nevertheless, this model can be used 
in the case of an educational setting in which the task is to detect various common 
security issues, such as attempts to gain access to a firewall or a phishing attack. 
According to the results, logistic regression can become a satisfactory basic model of 
detecting threats in the initial stage of such a learning process. 
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Figure 4:  Hierarchical clustering outcome 

For k-means clustering presented in Figure 3, the silhouette score was 0.62, inertia 
was 5300 and Davies-Bouldin index was 0.68. The silhouette score measures how 
similar an object is to its own cluster compared to other clusters. A score of 0.62 means 
there is a moderate separation between the clusters. Inertia is the sum of squared 
distances from each data point to the centroid of its assigned cluster. Therefore, a 
lower inertia reflects a tighter cluster. Davies-Bouldin index measures the average 
similarity between each cluster and its nearest neighbouring cluster. Lower values of 
this index mean better clustering. 

 

Figure 5: Autoencoders outcome 
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K-means clustering shows acceptable results, based on the identified groups of 
anomalous activities. It helps to group all data points into clusters that demonstrate 
some unusual patterns. In the authentic-replicated experiments, all data points 
appeared to demonstrate unusual patterns; however, due to the silhouette score of 
0.60, some data points might be on the boundary between their clusters and, thus, 
some unclear results may be obtained in the future. The results of hierarchical 
clustering were represented in the silhouette score of 0.60, cophenetic correlation 
coefficient of 0.85, and Dunn index of 0.42. Therefore, the resulting clusters are 
moderately well-separated as in the case of k-means clustering. The cophenetic 
correlation coefficient of 0.85 proves good clustering quality. The Dunn index related 
to clustering compactness and separation was identified at 0.42. 

From the hierarchical clustering results in the first section presented in Figure 4, it is 
possible to gain an insight into the structure and hierarchy of the security threat. In 
fact, the good cophenetic correlation coefficient and moderate Dunn index indicate 
that the clusters are meaningful and that this hierarchical structure is well-
representative of the relationships between the different types of threats. As such, this 
method could be used to determine the severity of security threats and understand 
how different types of security events are interconnected. Regarding autoencoders, it 
should be noted that the method used to evaluate the performance according to the 
well-structured hierarchy of reports could not have obtained perfect results. In detail, 
the reconstruction error of 0.021 suggests that the performance in identifying the 
differences between the input data and the reconstruction generated by the model in 
this case was at the least reasonably good. At the same time, based on the precision 
of 92%, recall of 88% and F1 score of 90%, as well as AUC of 0.95, it is possible to 
suggest that the models performance in terms of detection of anomalies was higher. 

From above Figure 5, Autoencoders perform well when it comes to identifying 
anomalies in the educational data storage system. The low reconstruction error 
alongside the high AUC score shows that the model is efficient in detecting deviations 
in the system. This is vital when it comes to identifying new or previously unseen 
threats. More still, the precision and recall scores show that the model is good at telling 
the difference between normal activities and a security breach. From the results of this 
study, it is evident that a mix of machine learning algorithms, each with their strengths 
and weaknesses can greatly improve the security of a cloud based educational data 
storage system. Whereas logistic regression is perfect for known threats, K – means 
and hierarchical clustering provide valuable insights into the anomalies and patterns 
present in the data. Autoencoders are always on top due to their ability to identify 
minute deviations that signal new security threats. 
 
CONCLUSION 

Our research has found that machine learning algorithms can be used to protect cloud-
based educational data storage systems. According to the findings, logistic regression 
analysis has produced the following characteristics: 92% accuracy, 88% precision, 
85% recall, 86% F1 score, 0.94 AUC, and 0.25-log loss. Based on this data, logistic 
regression performs highly when classifying known threats. K-means clustering 
analysis has acquired a 0.62 silhouette score, 5300 inertia, and 0.68 Davies-Bouldin 
index, which allows it to detect the anomalous clusters. Hierarchical clustering analysis 
has produced the following indicators: 0.60 silhouette score, 0.85 cophenetic 
correlation coefficient, and 0.42–Dunn index. Further, the autoencoders’ analysis 
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shows that this method creates a 0.021 reconstruction error and 92% precision, 88% 
recall, 90% F1 score, and 0.95 AUC. 

The results obtained clearly suggest that a range of machine learning approaches are 
critical in order to detect and resolve security issues at any educational establishment. 
By taking advantage of such techniques, establishments will be able to continue and 
monitor data and, in doing so, will be able to ensure that their educational platform 
remains both safe and intact in the face of emerging cyber threats. 
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