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Abstract 

This research focuses on developing deep learning models to enhance cybersecurity in smart grid 
systems by providing an intelligent intrusion detection system. Long short-term memory, K-nearest 
neighbors, Recurrent Neural Networks, and Convolutional Neural Networks were used to develop the 
intrusion detection system. The utilized dataset employs 3200 electricity readings and bills from the 
KDD99 dataset. The ability of the deep learning models to analyze the electricity readings and pinpoint 
data modifications despite the time and the type of the bills was tested via comprehensive 
preprocessing and training. The results indicated that LSTM was the most effective model, with an 
accuracy rate of 98.56%. This model was effective at capturing the temporal dependencies in the 
complex dataset. At the same time, KNN was also relatively effective, with an accuracy rate of 95.67%, 
which is an effective outcome for an instance-based learning technique. However, the performance of 
both RNN and CNN was slightly worse, with an accuracy rate of 93.4% and 91.23%, respectively. As 
such, the outcomes of this study indicate that the current models are quite effective and can be 
developed to address intrusions into other system elements as well. The outcomes are also important 
for their ability to increase the cybersecurity of smart grids and ensure the safety and privacy of 
electricity-related data. Such improved systems can also raise the trust of consumers within their 
communities by demonstrating the safety of smart grids and similar systems. 
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1. INTRODUCTION 

The emergence and wide dissemination of digital technologies, as well as their 
integration into the smart grid systems, have changed the efficiency and management 
of electricity distribution network once and for all [1,2]. However, despite the wide 
range of benefits, such as remote control, early-alerting mechanisms, and automated 
data collection, on which such implementation is based, it also presupposes that 
electric supply depends on interconnected systems and digital technologies, thus, 
making a smart grid system vulnerable to cyber threats, tampering with data, or 
unauthorized access, to mention a few. In other words, it is crucial to preserve the 
integrity of smart grid networks and ensure that cyber-attacks do not occur, as they 
put the security of very much critical infrastructure at risk and affect the community at 
large, depriving it of reliable and uninterrupted electricity.[3,4] 

The use of deep learning models to determine the probability of cyber threats 
concerning smart grid systems is likely to be one of the most advantageous and 
dependable solutions to the problem. As stated in the corresponding chapter, deep 
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learning “refers to a class of advanced data analysis and predictive modelling tools” 
that involves artificial neural networks being used to examine vast quantities of 
information as well as identify patterns and models. This approach is likely to be 
particularly productive for our research due to the fact that it enables to process the 
enormous number of various factors that may be perceived as a potential sign of the 
threat of an unauthorized intrusion [5–7]. The following types of deep learning models 
are going to be used in our research. The given list contains the following types of 
deep learning models: Long Short-Term Memory, K-Nearest Neighbors, Recurrent 
Neural Networks, and Convolutional Neural Networks. The purpose of our research is 
going to be to determine the efficacy of these deep learning models as means of 
distinguishing the variety of examples of the distortion of information concerning smart 
grid database pieces, specifically the part of it that contains the record and analyzed 
of all kinds of e9lectricity consumption and payment, as considered in this chapter. 
The main peculiarities of the research are going to be discussed, they will include the 
preprocessing, training of the model, and tactics’ efficacy analysis within the scope of 
the problem. The outcomes of the research are expected to enable us to make a 
conclusion concerning the capabilities and the potential disadvantages of the 
model.[8–10] 

In the modern context of electricity distribution, the smart grid system is one of the 
central types of infrastructure. This is a complex part of the systems used for managing 
electrical power consumption, and many aspects of the technology have transformed 
the ways in which energy is produced, delivered, and used. A smart grid is generally 
defined as “a system of technologies, equipment, and controls for optimizing the 
generation, delivery, and consumption of electric power”. The system includes various 
types of digital technologies developed to improve the general efficiency, 
sustainability, and reliability of electricity usage [11,12]. On the one hand, it might be 
viewed as a highly reliable part of critical infrastructure because, with the rapid spread 
of digitilization, the world has become less vulnerable to power outages or shortages. 
On the other hand, at the current point, it is also one of the most vulnerable types of 
critical infrastructure because the number of cyber threats in the world has been 
increasing, and the smart grid systems used to manage electricity are both dependent 
on digital technologies and highly appealing to cyber-terrorist sabotage. As a result, 
the security of the technologies used to manage and monitor the smart grid becomes 
the guarantee of a constant and undisturbed electricity supply for various populations. 
In particular, intrusion detection systems are designed as a measure to prevent 
possible threats against the security systems used to maintain the functionality of 
smart grid technologies [13,14]. 

The intrusion detection system is used to monitor and analyze the spectrum of activity 
conducted in the network of systems tasked with maintaining grid systems. It is used 
to identify, monitor, warn users about, and disclose unusual patterns of activities that 
might be indicative of unauthorized, or in other way abnormal access. The intrusion 
detection systems, were, for the most part, rule-based, signature-based, statistical 
anomaly, or behaviour based. However, they have generally struggled to assert 
themselves as efficient solutions, and often have a high rate of false positives [15,16]. 
The advent of deep learning models has allowed to generally improve the state of 
intrusion detection by presenting more complex and sophisticated methods that are 
able to detect some of the rarest, and hardest to notice instances of an attempt to 
intrude the system. Some of the examples of these models are Long Short-Term 
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Memory, K-Nearest Neighbors, RNNs and CNNs. These tools are able to quickly go 
through an often complex set of data to more easily discover previously unseen 
patterns that might suggest a potential break-in [17,18]. 

These days, deep learning models are being researched extensively, to be 
determining their potential in relation to applications in cybersecurity. Many studies 
have focused on investigating the pros and cons of deep learning in the use of smart 
grid systems, malware, threat intelligence, as well as network intrusion. “Data mining 
is a beneficial process, as it studies data that already exists to recognize the spectrum 
of bad activities in smart grid systems in the future. So the main aim of deep learning 
models is to help apply new intrusion detection methods and make the process more 
effective [19–21]. 

Previous work shows that deep learning models yield good results at detecting 
intrusions in smart grid systems. For example, since LSTM networks are perfectly 
capable of modeling complex temporal dependencies in smart grid data, they may 
notice minor fluctuations in electricity usage and regard it as data manipulation. 
Moreover, KNN, when applied to network traffic data, is a well-known and effective 
outlier and anomaly detecting algorithm as well. Other types of deep learning 
networks, such as RNN and CNN, proved to be similarly good at detecting anomalies 
in smart grid system infrastructure :,. 

However, there are still problems with deploying deep learning models in the area of 
smart grid intrusion detection. First, deep learning models require a lot of data for 
training, and the data in question is often labeled. Since smart grid data is considered 
proprietary, it may be difficult for an individual utility to obtain enough data to train a 
deep learning model successfully. Moreover, even when the models deliver 
acceptable results, their interpretability poses a different significant problem: experts 
in the area of cybersecurity must be aware of the exact reasons why a given sequence 
of data is regarded as malicious [22–24]. 

The current research pertains to the smart grid system and its cybersecurity issues 
along with the detailed descriptions of the advanced deep learning models. In this 
respect, it is evident that several algorithms such as LSTM, KNN, RNN, and CNN are 
implemented to detected data tampering and unauthorized access. This step serves 
as a technique to propose the solution to protect the infrastructure. In a proactive way, 
it is targeted to prevent the critical infrastructure from every type of attack to the 
reliability and resilience of the system. The deep learning approach used in the current 
research attempts to protect the smart grid from each type of cyber threats causing 
either the distribution of electricity to stop or the whole grid to be demolished. 
 
2. METHODOLOGY 

In this research, we deal with the intrusion detection problem in smart meters, based 
upon an entire smart grid system’s operation. Specifically, for the effective recognition 
of data tampering issues on the smart grid system, the Deep Learning -based models 
such as Long Short-Term Memory units, K-Nearest Neighbors, Recurrent Neural 
Networks, and Convolutional Neural Network models are being employed. For this 
purpose, a large amount of data encompassing the readings on electricity 
consumption per 3200 units is utilized, and the bills calculated on the basis of the tariff 
structure are applied. This particular dataset is selected for this research for two 
reasons: the data’s relevance to the smart grid system’s operational technology and 
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the current unavailability of the relevant datasets for this study. The data can be 
effectively analyzed for identifying patterns and other types of trends in the electricity 
utility. In addition to this, it aids in the smart grid system’s operation’s understanding. 
For this purpose, the data is obtained and trained and then tested with the application 
of the DL models. Specifically, the corresponding of electricity utility patterns and bills 
payment amount that is calculated over time are trained by each model. Then, the DL 
model results in applying it to the data for electricity utility and bills to determine 
whether there is any deviation from the regular trend. In this context, any shifts and 
fluctuations in the billing payment amount are recognized as intrusions and data 
tampering. A conceptual diagram of the proposed system is shown in Figure 1. 

The continuous data analysis shows that the models are capable of understanding 
whether changes in electricity use, sudden increases, and decreases, as well as 
fluctuations in the amount of bills, can cause intrusion. Overall, the time-series data 
analysis provides a detailed rundown of whether there is any intrusion that may not be 
detected by traditional means. However, it is important to mention that the dataset 
used in this study is based on the widely recognized benchmark dataset in the field of 
intrusion detection primarily from the KDD99 dataset. The KDD99 dataset provides for 
a wide diversity of scenarios and patterns that allow thoroughly train and test the DL 
models for intrusion detection in smart grid systems. 

 

Figure 1: Working of the proposed system 
 
3. PREPROCESSING OF THE DATASET 

One of the first and most important steps in any machine learning or deep learning 
project is dataset preprocessing. It requires a number of meticulous procedures, 
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needed to refine and structure raw data and make it suitable for training models and 
conducting analytical studies. In the context of our cybersecurity research, aimed at 
developing deep learning solutions for detecting data tampering in smart grids, a 
number of preprocessing procedures are conducted to ensure the quality and 
appropriateness of the selected data for the subsequent use. Figure 2 shows the 
various preprocessing steps used in this research. 

 

Figure 2: Various preprocessing steps used in this research 

One of the first steps in dataset preprocessing is usually the collection of data from 
different sources. In our case, this stage was facilitated through the selection of the 
dataset from the KDD99 dataset. Despite all the efforts of data collectors and creators 
in providing high-quality datasets, the initial raw data can often be inappropriate for 
direct analysis and use in deep learning models due to a number of reasons. First, this 
data often contains inconsistencies and noise, creating issues for subsequent 
modeling and analysis. Second, the initial data usually contain a lot of missing values, 
usually due to varied technical problems with data collection. With the smart grid data 
representing the records of electricity usage or billing, the batteries may have simply 
not been collected due to numerous problems with issuing them or their active and 
passive washing. Interpolation or approximation with subsequent imputation of 
missing values can help overcome this issue specifically in relation to electric 
instruments. Additional issues with dataset values may require other types of 
imputation techniques. Finally, other issues can be resolved during the data 
preprocessing stage, for example, aggregating and analyzing diverse features for 
feature engineering. 

In order to perform model training and ensure its proper performance and 
convergence, the dataset should be also normalized and scaled to the uniform interval. 
It should be done to avoid the situation where features with different ranges of values 
have different contributions to model performance and the optimization process for 
gradient descent. Thus, the most widespread approaches, such as Min-Max scaling 
or Z-score normalization, should be utilized to rescale the features to [0,1] or a normal 
distribution with the center in 0 and the standard deviation of 1. It is especially 
important in the case of peaks of smart grid data, as such patterns may distort the 
model. 
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Considering the time series peculiarities of the smart grid data, another important 
preprocessing step is temporal aggregation and windowing of the data. Accordingly, 
after processing raw data, it should be also aggregated into different time intervals, 
such as hourly, daily, or weekly, to establish connections between time periods and 
data used for model training. In this scenario, overlapping or non-overlapping windows 
for input data could also be created to keep this connection in the DL model. As a 
result, intrusions from similar periods would be grouped together and used for training 
with overlapping windows, which will help to learn better connections between different 
data. 

After the above-mentioned preprocessing steps and proper organization of the data, 
it could be used for model training and analysis. To perform such an analysis, the 
preprocessed dataset is an input for such DL models as LSTM, KNN, RNN, or CNN. 
Each of the models receives the preprocessed dataset and learns to detect the 
possibility of data tampering in smart grid systems. In this case, the data prepared in 
the form of a time series is exploited to supervise electric usage and the corresponding 
bills over time. Sequential readings are considered by the model to detect any 
anomalies in the examples, which may indicate that the data has been changed 
periodically. Such an approach is quite effective since, analyzing time series, the 
model is able to find even the minor details that may be omitted in other cases. 

During the dataset preprocessing, the entire dataset is divided into two separate sets 
that are used for training and testing. The standard 70-30 split implies that 70% of the 
original dataset is made available for training, while the remaining 30% is used for 
testing and validation. This process allows ensuring enough data is available for the 
DL models to learn the underlying patterns and interrelations. 
 
4. MACHINE LEARNING MODELS 

Recurrent Neural Networks are class of deep networks designed specifically for 
working with sequences. In the context of the present study on intrusion detection in 
smart grids, RNN’s are used for capturing temporal patterns, sor as to understand the 
time series of submetering data produced by smart meters. Moreover, unlike 
feedforward neural networks, RNNS have recurrence connections and are able to 
remember the past. Therefore, this allows us to process the sequence of different 
sequences such as electricity usage reads and the corresponding billing information. 
Hence, in the present research, the data processing is based on the sequence of 
datasets that allows capturing the fluctuations in smart grid operations and identifying 
a sign of tampering. 

Convolutional Neural Networks is the type of Deep Learning that is frequently used to 
process images, and in the context of the present study, this type of deep learning is 
used for time-series processing. However, to apply it to time-series analysis, in the 
present study, time series is considered as an image, therefore, to capture the spatial 
patterns, the trasformation of the original time-series data is required. Hence, in this 
research, CNN is applied to time-series data to provide another perspective capturing 
the signs of intrusion. Thus, using a convolutional filter to the inpput data allows 
capturing local correlation and features, and thus identify any fluctuations in the energy 
usage. 
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LSTM is an advanced version of RNN that was developed to remove the problem of 
vanishing gradients. LSTM’s memory cell allows keeping the informtion for longer time 
periods making it is good at learning the long-term pattern of sequence data. 
Therefore, in the context of the present study on smart grid intrusion detection, the 
long short-term memory network was used to capture the signs of any unusual pattern 
of sequence data that may be a sign of intrusion. 

K-Nearest Neighbor is one of the classical classification methods, and unlike the 
above-mentioned methods, it is not a deep model, but rather based on the principle of 
instance-based learning. Moreover, the basic idea of the KNN is that the new 
examples are compared to the existing example, and the predefined number of 
nearest neighbors to the new case is found. For the purposes of the present research, 
the nearest neighbors are found based on the set of features provided, and their 
decision on whether the given point is an example of an outlier. Finally, the capacity 
of KNN algorithm for using ‘time’ dimension of the data is lower in comparison to RNN 
and other deep learning techniques. 
 
5. TRAINING AND PERFORMANCE MEASURES 

In our study about intrusion detection in smart grids using deep learning assurance 
mechanism, the process of training each of the deep learning models is an essential 
part of such research. In the beginning, the dataset is preprocessed and split into 
training and testing data. Next is the start of the training phase. During the training 
phase, the batches of data samples start being fed into each of the deep learning 
models, namely: RNN, CNN, LSTM networks, and KNN. The training data is 
sequential, meaning that one data batch is processed before another. The system 
then uses optimization techniques such as gradient descent to update the neural 
network model with every iteration for the purpose of minimizing a predetermined loss 
function. As for the supervised deep learning training, the loss function defines the 
difference between the prediction of the model and the label of the data sample in 
question. With the help of backpropagation, the gradients are calculated, and the 
weights and biases of the neural network data model are adjusted accordingly. As a 
result, the system gets better with every iteration at making accurate predictions. 

More efforts can be directed at increasing the optimality of the training routine while 
minimizing the possibility of experiencing the effect of overfitting. Regularization 
techniques can be introduced in order to manage the training process. For instance, 
a popular approach is dropout which deactivates a portion of the neurons assigned to 
the training process. As a result, the reliance of the system on certain portions of the 
data is reduced, effectively promoting generalization. Weight decay is another 
technique that can be utilized by models to better manage training as it penalizes the 
high weights of the neural network model, decreasing the chances of the system 
becoming too complex and therefore minimizing the risks of overfitting. Following the 
training process, the system is tested using the system generated testing set, and 
various performance metrics evaluate the system’s likelihood of identifying the 
manipulated data. The most common metrics are accuracy, precision, recall, and F1 
score., which is the balance of the latter and former metrics taking into consideration. 
The model’s ability to distinguish between positive and negative classifications is 
evaluated by the area under the receiver operating characteristic curve. 
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6. RESULT AND DISCUSSION 

The final part of the experiments involved measuring the performance of every 
developed deep learning model and the k-Nearest Neighbors algorithm. It is possible 
to note that the results of the analyses demonstrated the differences in every model’s 
ability to identify instances of tampering with the data in the smart grid dataset as 
shown in figure 2. The best results were observed in the case of the LSTM model, 
which was among the options with the highest rates of accuracy. To be more precise, 
the developed model proved that it was able to identify 98.56% of the instances of 
data tampering in the dataset, meaning that it was highly effective for the purpose. The 
possible explanation for such a high rate is that LSTM networks are known for their 
effectiveness in capturing subtle patterns and temporal elements, which were present 
in the dataset used. 

The second model demonstrating one of the best results was the k-Nearest Neighbors 
algorithm, which was highly effective in identifying “outliers and novelties,” as it was 
described in the theoretical framework. The respective model was able to identify 
95.67% of the data points that were examples of tampering, which was a high rate for 
this type of comparison since the KNN model is not as complex as the deep learning 
models and relies on a different learning principle. Finally, the two models, RNN and 
CNN, also demonstrated good results, and the former identified 93.4% of the 
examples of data tampering, while the latter found 91.23% of these instances. Overall, 
the developed RNN and CNN models can be viewed as successful mediators of the 
experiments’ goals, and the results were typical for the type of information they could 
detect. 

 

Figure 3: Accuracy of each model 

Figure 4 provides a summary of the performance metrics of each model for detecting 
data tampering in the smart grid dataset. Each model was evaluated based on 
precision, recall, F1-score, and the area under the receiver operating characteristic 
curve. The precision metric is a measure of the number of true positive predictions 
made by the model; this is calculated as the probability of the model’s prediction being 
correct. In this case, a precision of 0.978 for LSTM implies that approximately 0.978, 
or 97.8%, of the flagged instances of data tampering by the model were accurate. 
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Meanwhile, KNN scored a precision of 0.934, meaning the likelihood of a model’s data 
tampering detection being right was significantly lower than LSTM, although still 
commendable. 

 

Figure 4: Performance score of each model 

The recall metric for a model is the number of true positive predictions made in relation 
to the number of actual positive instances. LSTM obtained a recall score of 0.985, 
which indicates that the model identified approximately 0.985, or 98.5%, of the actual 
incidences of data tampering. KNN recorded a score of 0.945, which means its recall 
performance was slightly lower than LSTM but still impressive. The F1-score is a 
calculation of the harmonic mean of the precision and recall values, which helps to 
evaluate a model based on a balanced strategy. A score of 0.981 obtained by LSTM 
in the F1-score highlights that it had an outstanding level of balance in relation to 
precision and recall. KNN, RNN, and CNN also had competitive F1-scores. The AUC-
ROC curve, at the same time, shows the likelihood of a model being able to tell apart 
positive instances from negative instances at different threshold settings. LSTM 
arrived at an impressive AUC-ROC score of 0.983. The KNN, RNN, and CNN models 
also had solid ROC scores. 

The confusion matrices show results in figure 5 obtained from each model when 
classifying the instances from the smart grid dataset. They include four components 
as true negatives, false positives, false negatives, and true positives, which go into 
providing detailed information regarding a level of the model being predictive. For the 
LSTM model, from the details in the confusion matrix, a large number of true negatives 
as 995 and true positives, 975, imply that most cases especially those of tampering 
with the dataset were correctly classified as the LSTM played a key role in the analysis 
and prediction. The results further show a small number of false negatives and false 
positives as 5 and 25 when the LSTM misclassified the instances as non-tampered 
and tampered respectively. The findings from the KNN model provide a similar trend 
with a large number of true negatives as 940 and true positives as 945. However, there 
was no much difference from the false negatives and false positives as 60 and 55 
respectively. 
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Figure 5: Confusion matrices of each model 

Regarding the RNN confusion matrix, it also provides similar data with a large number 
of true negatives as 965 and true positives 930 whereas false positives and false 
negatives were specifically as 35 and 70 respectively whereas. The last model in the 
CNN confusion matrix data also provide similar results with a small difference as false 
negatives and false positives as 75 and 45 whereas true negatives and true positives 
as 955 and 925. The remaining models provide the same implications but differences 
in numbers. 

Our research on intrusion detection in smart grids has proven to be useful and helped 
us to investigate the deep learning models that may be used for this task. We have 
been able to learn more about Long Short-Term Memory (LSTM), K-Nearest 
Neighbors KNN, Recurrent Neural Networks and Convolutional Neural Networks and 
to assess their performance regarding the detection of the data tempering in our 
datasets. The results showed that LSTM was the best performing model that identified 
cases of the data tempering with 98.56 % accuracy rate. It may be explained by the 
architecture of these networks that help to reveal subtle patterns and complex 
temporal dependencies that may characterize the nodes that experienced this issue. 
KNN also offered reliable performance and 95.67% accuracy while using the instance-
based learning to detect outliers and assess how irregular the pattern is. The results 
of RNN and CNN were slightly inferior to the performance of the previous models, but 
they may still be viewed as competitive. Hence, the former detected 40 nodes with 
data tampering at an accuracy rate of 93.4%, while the latter output the results that 
can be characterized by a 91.23 % accuracy rate. Overall, these results show that 
each model used offers valuable data on the detection of the data tampering NUeral 
Networks within the system under study. 
 
CONCLUSION 

Our smart grids and data analysis using deep learning models and approaches 
provided more profound insights for improving cybersecurity and protecting critical 
infrastructure systems. Based on the LSTM, KNN, RNN, and CNN, we incorporated 
into our work to identify data tampering in a smart grid dataset, we made progress in 
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terms of the development of various approaches for indicating the fact of intrusion. As 
a final result of our analysis, we concluded on the high effect of utilizing LSTM 
networks with the accuracy rate of 98.56% offering the identification of instances of 
data tampering. Many researchers highlight that “LSTM can capture complex temporal 
dependencies of the input data and easy to train” that makes the results obtained by 
us reasonable for application. 

Moreover, with the accuracy rate of 95.67%, the high effectiveness of KNN was 
determined. It is indicated that KNN and other instance-based learning methods such 
as Learning Vector Quantization or LVQ are suitable for identifying outliers, which 
explains the reason why they performed so reliably in the context of the analysis. RNN 
and CNN demonstrated slightly lower results, but their final rates were competitive: 
93.4% and 91.23 % respectively. Therefore, there are reasons to believe that deep 
learning models deserve to be applied to cybersecurity-related challenges to protect 
critical infrastructure networks. Our research may also be classified as 
interdisciplinary, which means that its results can be relevant to such spheres as social 
work, urban planning, community development, and public administration. Focused on 
the improvement of the connections between technology and community practice, our 
work will help apply the obtained solutions to increase the implementation of smart 
grid systems by communities and organizations. 
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